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Abstract 
 

Transport phenomena of one form or another, e.g. fluid dynamics, heat and mass transfer 

etc. are the fundamental underlying mechanisms that govern many chemical engineering 

processes. The rational design of practical applications typically requires the solution of 

complex coupled equations that cannot be solved analytically. Instead, numerical analysis 

is usually used for design and optimization. Computational fluid dynamics (CFD) is the 

method of choice for such analysis. In this thesis we use CFD to analyze complex and 

large scale transport phenomena that govern the dynamics of an off-shore oil spill. 

Specifically, we study the spill of oil from a drilling platform that is tethered to the sea floor 

off-shore from a land mass. We use a state-of-the-art multiphysics CFD program, 

FLOW3D, to study the spread of oil taking into account key phenomena and factors 

including water-oil two-phase flow, spill rate, properties of different oil grades and fluid-

structure interactions as the platform is rocked under the influence of varying wave 

conditions. We use parametric CFD analysis to determine the impact of these factors on 

the spill dynamics. The model used for studying these effects is the Drift Flux Model which 

analyses the relative flow of two intermixed fluid components, one continuous and the 

other dispersed, based on a difference in densities. This helps in reducing the total 

number of field and constitutive equations. Two discrete densities for oil are used, 

900kg/m3 (light fuel oil) and 990kg/m3 (heavy fuel oil). The computational model extends 

3937ft (1200m) in x- direction, 3280ft (1000m) in y- direction, 328ft (100m) in depth in z- 

direction and the distance between the platform and landmass is 1640ft (500m).
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Chapter 1 
 

Introduction: The Science behind It 
 

Oil is a critically important natural resource that powers many of the worldôs most 

important industries. Crude oil, also known as petroleum, is a dense mixture of 

hydrocarbons and organic compounds. Crude oil is pumped from in-ground reservoirs 

and during this process there are occasionally spills that cause substantial damage to the 

environment.  Oil spills have significant short and long-term consequences for marine 

habitats. The short term impact of an oil spill is that it kills creatures in the marine 

environment ï presumably because oil blocks gills and acts as a thick coat over plant life 

(Stewart, 2005). Another short-term impact of an oil spill is that it can literally cause marine 

species to stop reproducing insofar as oil components ï along with the health 

complications they create ï can seep into the aforementioned organisms (Stewart, 2005). 

A final short-term impact of an oil spill is that it inevitably results in different concentrations 

of marine species in the affected waters. For instance, there will be an increase in inter-

tidal algae in the waters because of the death of limpets that graze on the algae (Dicks, 

1999). An oil spill can cause enduring long-term damage to local physical habitats 

because of its toxic components and thus resulting in some species to disappear forever. 

According to the U.S. Department of Energy, 1.3 million gallons (4.9 million liters) of 

petroleum is spilled into U.S. waters from vessels and pipelines in a typical year. A major 

oil spill could easily double that amount. Between 1971 and 2000, the U.S. Coast Guard 

identified more than 250,000 oil spills in U.S. waters, according to a 2002 report from the 

U.S. Department of the Interior Minerals Management Service. Approximately 1.7 billion 



 2 

gallons (6.4 billion liters) of oil were lost as a result of tanker incidents from 1970 to 2009, 

according to International Tanker Owners Pollution Federation Limited, which collects 

data on oil spills from tankers and other sources. 

Major Oil Spill Events:  

The table and Figure 1 below represents major oil spill events that have occurred in recent 

history. Although the Deepwater Horizon spill could easily pump 20 million gallons of oil 

into the Gulf of Mexico, which is almost double the amount spilled by the Exxon ï Valdez, 

itôs nowhere near the top ten biggest spills of all time.  

Spill Year Location Gallons Lost 

Gulf War, 1991 Kuwait 240 to 336 million 

Ixtoc Oil Well, 1979 Bay of Campeche, Mexico 140 million 

Atlantic Empress, 1979 West Indies 88.3 million 

Fergana Valley, 1992 Uzbekistan 87.7 million 

Nowruz Oil Field, 1983 Persian Gulf 80 million 

ABT Summer, 1991 Coast of Angola 80 million 

Castillo de Bellver, 1983 South Africa 78.5 million 

Amoco Cadiz, 1978 France 68.7 million 

Odyssey Oil Spill, 1988 Canada 43 million 

M/T Haven Tanker Italy 42 million 
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How does it take place? 

Oil spills into rivers, bays, and the ocean most often are caused by accidents involving 

tankers, barges, pipelines, refineries, drilling rigs, and storage facilities. Oil floats on 

saltwater (the ocean) and usually floats on freshwater (rivers and lakes). Very heavy oil 

can sink in freshwater. Oil usually spreads out rapidly across the water surface to form a 

thin layer that we call an oil slick. As the oil continues spreading, the layer becomes 

thinner and thinner, finally becoming a very thin layer called a sheen, which often looks 

like a rainbow. 

  

 

Figure 1: Oil Spills by size. (Potenza, 2010). 
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Environmental Impact 
 

The environmental impact of an oil spill on sea organisms and their ecosystems has been 

well-documented. The Oil Pollution Act of 1990 mandates that a Natural Resources 

Damage Assessment be compiled for each oil spill. The assessment allows restoration 

efforts to be completed in the areas of most need by measuring the impact in terms of 

fish killed and wetland destroyed. The U.S. Fish and Wildlife Service determined that 32 

National Wildlife Refuges are at risk as a result of the oil spill, including Breton National 

Wildlife Refuge, the second oldest refuge in the country (Cleveland, 2010). Since most 

oils float, the creatures most affected by oil are animals like sea otters and seabirds that 

are found on the sea surface or on shorelines if the oil comes ashore. During most oil 

spills, seabirds are harmed and killed in greater numbers than other kinds of creatures. A 

variety of known methods are used to minimize the amount of oil that reaches the shore, 

including burning, skimming, and chemical dispersants. These methods were very 

effective in decreasing the volume of the oil by as much as 40%, but the long term effects 

of these techniques to the oceanic ecosystems remains unknown (National Academy of 

Sciences). The effects of a spill may be seen for many years. 

Economic Impact 

 

In addition to costs incurred by clean-up activities, serious economic losses can be 

experienced by industries and individuals dependent on coastal resources. Usually, 

tourism and fishery sectors are where the greatest impacts are felt. Disruption of 

recreational activities such as swimming, boating, angling and diving caused by oil 

contaminated shores is usually relatively short-lived. Once shorelines are cleaned, normal 
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trade and activities resume. However, more long term and damaging economic impacts 

can occur when public perception of prolonged and wide-scale pollution remains long 

after the oil has gone (Jones, 2011). Eilene Beard, a local business owner in Pensacola, 

FL, stated that people who call usually ask multiple times if she is sure that the water is 

safe. She believes that what is keeping tourists away is the constant uncertainty of the 

quality of the water (Jones, 2011). 

Oil spills can cause serious damage to fisheries and mariculture resources. Physical 

contamination can affect stocks and disrupt business activities by fouling gear or 

impeding access to fishing sites. According to The National Academy of Sciences the 

commercial production of fish decreased by 20% due to fishery closures. In 2008, 

commercial fisherman in the Gulf harvested over 1 billion pounds of fish and shellfish 

(Cleveland, 2010). Now the safety of seafood harvested from the Gulf is in question 

leaving the livelihood of Gulf fisherman in a precarious situation. 

Prior Research 
 

Over the past three decades simplified empirical formulae have contributed greatly in the 

rapid evaluation of the oil slick spreading and drifting.  The first most popular model for 

the calculation of the spilled oil area was derived asymptotically by Fay (1969) using layer-

averaged NavierïStokes (LNS) equations. However, the simplified Fay's approach did 

not include major oil and water column parameters; therefore, alternative empirical 

models appeared later. Mackay et al. (1980) considered an oil spill based on the slick 

consisting of two parts: thick and thin ones, having dispersion rates proportional to wind 

speed, and inversely proportional to the oilïwater interfacial surface tension coefficient 

http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib16
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and oil viscosity. Johansen (1982) and Elliott (1986) came out with a hypothesis and 

observed the oil droplet sinking and resurfacing in the presence of shear within the upper 

layer of the water column. To demonstrate the phenomenon, Elliott (1986) applied the 

random walk technique for description of oil droplet movement within the water column, 

yet neglecting the oil dynamics on the water surface.  

 Earliest models employed a tabulated dispersion rate depending on the type of oil, sea 

state, and time after the spill. Audunson (1979) and Johansen (1982) suggested first-

order kinetics for the vertical dispersion of the oil, where wind speed is used to scale the 

breaking wave energy. Based on extensive laboratory experiments, Delvigne and 

Sweeney (1988) and Delvigne and Hulsen (1994) derived a relatively simple oil droplet 

entrainment model, elements of which are used in a majority of commercial and research 

oil spill models. Until now, experiments of Delvigne and co-workers were regarded as the 

most extensive, obtained data and the empirical model the most complete. The 

entrainment rate initially was found to be inversely proportional to the oil kinematic 

viscosity. More recent data of Delvigne and Hulsen (1994) did not confirm the relationship 

for low-viscous oil. For high viscosities, the dispersion decreased at a much higher rate. 

Since then, flume experiments were performed for a limited temperature range and for a 

few types of oil, derived relationships may not be accurate beyond experimental 

conditions. To use the model for a greater variety of oil parameters and environmental 

conditions, it has to be generalized utilizing some additional theoretical considerations, 

such as energy and mass conservation, properties analysis, etc. 

An important contribution to oil spill modelling was made by Warluzel and Benque 

(1981) and Nihoul (1983), who simplified the set of LNS equations to obtain a single non-

http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib11
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib6
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib6
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib2
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib11
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib5
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib5
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib4
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib4
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib27
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib27
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib17
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linear transport-and-spreading (TS) equation. The derived equation predicts the oil slick 

thickness temporal-and-spatial dynamics. In the last decade, simplified approaches of 

1970s and 1980s were still popular for oil spill modelling. The preference was often given 

to easier, but less accurate derivatives of general mass-conservation laws. More recently, 

due to recent developments in environmental and computational sciences, modern oil 

spill operational models can afford to use more accurate and physically relevant 

mathematical formulations. The Multiphase Oil Spill Model (MOSM) (Tkalich et al., 

2003 and Tkalich and Chao, 2001) attempts to utilize the recent achievements to account 

for major phenomena of oil behavior in an aquatic environment. A consistent Eulerian 

approach is applied across the model, spill dynamics is computed using a transport-and-

spreading equation, and an advectionïdiffusion equation is employed to simulate 

movement of oil phases in the water column. However, the modern knowledge of spilled 

oil behavior is still very limited.  

Work has been done to study the spill dynamics based on the waves and tidal currents. 

Lardner et al. (1988) considered a spill to be represented by many small discrete 

quantities, or particles, rather than as a continuous oil body. He chose each particle to be 

the equivalent of one barrel of oil, which is subject to advection and diffusion by water 

movement.  Another model (Proctor et al. 1992), used particle tracking to produce 

forecasts of the Gulf War Mina Al Ahmadi spill within days of its occurrence. Both these 

models are three dimensional. Spaulding et al. (1993) have produced a similar model in 

which particles are advected and weathered. They attempt to hindcast the Mina Al 

Ahmadi spill, exploring calculation of advective velocity based on wind forcing alone and 

tidal currents alone. They found that the latter combination gave the best prediction, but 

http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib26
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib26
http://www.sciencedirect.com.gate.lib.buffalo.edu/science/article/pii/S1364815204002579#bib25
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noted that the tide contributes little to spill motion. However, no prior work has provided 

visual results of the spill dynamics taking into account the spill rate, the properties of 

different oil grades and fluid-structure interactions as the platform is rocked under the 

influence of varying wave and wind conditions.  

Research Objective 
 

CFD simulations play an increasingly important role in the development of new fluidic-

based technology by enabling both fundamental understanding and the rational design of 

processes and devices in advance of fabrication. The development of CFD solution 

methods is a complex undertaking that requires multidisciplinary expertise in fields that 

include fluid mechanics, multiphase and phase change phenomena and numerical 

methods, etc. This research demonstrates the use of CFD for the analysis of oil spills 

from a drilling platform that is tethered to the sea floor off-shore from a land mass. A 

unique computational model is introduced to define the spread of oil taking into account 

the following: (i) two-phase water-oil flow, (ii) the spill rate, (iii) the properties of different 

oil grades, and (iv) fluid-structure interactions as the platform is rocked under the 

influence of varying wave conditions. This model is based on the drift ï flux theory where 

the relative motion between components can be approximated as a continuum, rather 

than by discrete elements (e.g., particles). This enhances computational efficiency, as it 

eliminates the need for tracking the motion and interaction of a large number of discrete 

elements. We have implemented the model by integrating custom-developed algorithms 

into a state-of-the-art commercial multiphysics CFD program, FLOW-3D from flowscience 

(www.flow3d.com). The advantage of using FLOW-3D is that it is capable of modeling 

general fluidic applications that span 6 orders of magnitude in scale as well as arbitrary 
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geometries, real-world boundary conditions, a wide range of fluid properties (e.g. 

temperature and strain dependent viscosity), conjugate heat transfer, and multiphase and 

free-surface analysis etc. Based on the model, the simulation results are compared for 

heavy and light fuel oil under varying wave conditions. 
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Chapter 2 
 

Introduction to the Drift ï Flux Model 
 

Two ï phase flows always involve the relative motion of one phase with respect to other, 

therefore, a two ï phase flow problem is formulated in terms of two velocity fields. A 

general two-phase flow problem can be formulated by using a two-fluid model or a drift-

flux model. In fluids composed of multiple components, e.g., fluid/particles, fluid/bubbles, 

fluid/fluid mixtures, where the components have different densities, it is observed that the 

components can assume different flow velocities. Velocity differences arise because the 

density differences result in non-uniform body forces. Often the differences in velocities 

can be very pronounced, for example, large raindrops falling through air or gravel sinking 

in water. Under many conditions, however, the relative velocities are small enough to be 

described as a ñdriftò of one component through the other. Examples of this include dust 

in air and silt in water. 

The Drift-Flux model considers each phase separately (in this case oil and water) and 

formulates two sets of conservation equations governing the balance of mass, momentum 

and energy of each phase. However, using two momentum equations presents 

considerable difficulties because of the mathematical complications and of uncertainties 

in specifying interfacial interaction terms between the two phases. These difficulties are 

eradicated using the drift ï flux model. In this approach, the motion of the whole mixture 

(oil and water) is expressed by the mixture momentum equation and the relative motion 

between phases is taken into account by a kinematic constitutive equation. 
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The idea behind the drift model is that the relative motion between components can be 

approximated as a continuum, rather than by discrete elements (e.g., particles). This 

enhances computational efficiency, as the need for tracking the motion and interaction of 

discrete elements is eliminated.  Drift velocities are primarily responsible for the transport 

of mass and energy. Some momentum may be transported as well, but this is usually 

quite small and has been neglected in the FLOW-3D drift ï flux model. 

 

Versions of Model 
 

There are four different physical situations in which a drift velocity can be employed 

in FLOW-3D: 

One fluid, variable density flow with or without a free-surface: This option allows the 

user to simulate a mixture of two phases and include a transient free-surface with a void 

space. The fluid is a mixture of two components, each having a constant density. 

 

Figure 2: Oil spill consists of rising process and drifting process. Oil droplets reach the free 
surface as they drift downwards with the current. 
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One fluid flow with solidification with or without a free-surface: The fluid is a mixture 

of liquid and solidified phases, each having a constant density.  

Two incompressible fluids, each having a constant density: The fluid is a mixture of 

two liquids with different respective densities. 

Incompressible and compressible fluid mixtures: In this case, the density of the 

compressible gas (fluid #2) is defined by a suitable equation of state, while the 

incompressible material has a constant density, which is always assumed to be much 

larger than the gas density. 

It should be emphasized that the drift-flux model is useful for two ï phase flow analyses. 

This is particularly true when the motion of the two phases is strongly coupled. Because 

of its simplicity, the model can be used to make realistic similarity analyses as well as to 

solve many important engineering problems. The focus of this thesis is on an analysis of 

an oil spill from an off shore rig, which involves an extension of the drift flux model that 

accounts for two incompressible fluids, each having a constant density.  

Governing Equations 
 

The formulation of the relative velocity in the drift approximation proceeds as follows:  

A flow is composed of two discrete components or phases, one the continuous phase, 

and the other the dispersed phase, which is discontinuous and surrounded by the 

continuous phase. For the case of a small quantity of water contaminating a large volume 

of fuel, the water is the dispersed phase; conversely, when small amounts of fuel is 
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present in water, the fuel is the dispersed phase. The volume fractions of the two 

components making up a mixture are denoted by 
1f  and

2f , where, 

1 2 1f f+ = 

If the two phases are incompressible, the momentum balance for the continuous phase 

(water in this case) is given by: 

1

1 1

1 1

1
.

r

u K
u u P F u

t fr r

µ
+ Ð =- Ð + +

µ
                              (1.1) 

Similarly,  for the dispersed phase (oil in this case), 

 (1.2) 

where,  

      
1

u  = microscopic velocity of continuous phase (water) 

             
2

u = microscopic velocity of dispersed phase (oil) 

             f  = volume fraction of continuous phase 

             F = body force 

              K = drag coefficient that relates the interaction of the two phases 

              r
u = relative velocity between dispersed and continuous phase 

The relative velocity r
u  (note the change in subscript) can be defined as: 

2

2 2

2 2

1
.

(1 )
r

u K
u u P F u

t fr r

µ
+ Ð =- Ð + -

µ -
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2 1ru u u= - 

The goal of the drift ï flux model is to compute the motion of the two phases relative to 

the volume-averaged velocity, 
ru . The volume-weighted average velocity is: 

1 2(1 )u fu f u= + -  

We also know that for an incompressible flow of a two ï component fluid each with 

constant density, the equation of continuity becomes: 

0uÐ =  

Subtracting Eq. (1.1) from Eq. (1.2) produces an equation for the relative velocity  

2 2 1 1

1 2 2 1

1 1 1 1
. .

(1 )

r

r

u
u u u u P Ku

t f fr r r r

å õ å õµ
+ Ð - Ð = - Ð - +æ ö æ ö

µ -ç ÷ ç ÷
             (1.3) 

where, K  is the drag coefficient per unit volume. 

The goal is to determine the relative velocity ru . If we employ Eq. (1.3) in its entirety, this 

would constitute a two-velocity-field model for two-component flow. However, we have 

chosen to make the drift-flux approximation, i.e., we assume that the relative velocity is 

nearly steady and the advective terms cancel (i.e., for small relative velocity, ru ). Under 

these assumptions we have: 

                                     
1 2

1 2 1 2

1 1 (1 )

(1 )
r

f f
P Ku

f f

r r

r r rr

å õ å õ+ -
- Ð =æ ö æ ö

-ç ÷ ç ÷
                                                (1.4) 

file:///C:/flow3d/v1103/help/theory.html%23equation-momentumBalanceDispersedPhase
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Since the relative velocity ru  is based on the microscopic velocities of each phase, then 

the drag force must contain information about the volume fraction of the suspended 

phase. If we presume that the suspended phase is composed of particles that are the 

same size, and that there are nof them in a unit volume, then 

2 1
( )p

r

p

V f
u P

K

r r

r

å õ -
= Ðæ ö
ç ÷

 

where, 
p

V = (1-f)/n  is the volume of a particle and 
p

K = the drag coefficient for a single 

particle moving with velocity magnitude
r

u  through the continuous fluid and  

1 2
(1 )f fr r r= + - , 

is the volume-weighted average density. 

Calculating
p

K : The drift-flux model has two terms in the calculation of drag between the 

phases: Linear and Quadratic. The linear term describes a Stokes-type, viscosity 

dominated flow of the continuous phase (i.e. water) around particles of the dispersed 

phase (i.e. oil). The quadratic term takes into account the pressure forces acting between 

the two phases, covering a wider range of flow types. The drag per unit volume ( pK ) is: 

                                                        
121

2

c

p p c d

c p

K A C U
R

m
r

r

å õ
= +æ ö

ç ÷
                                                         

(1.5) 

where 
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p
A  = cross sectional area per unit volume of the dispersed phase. It is computed from 

the user-specified Average particle radius, 

 
c
r = fluid density, 

       
c
m = dynamic viscosity, 

       
d

C  = user-specified Drag coefficient. It is a dimensionless quantity and is 0.5 for 

spheres (the default), and  

p
R  = average particle size in the dispersed component. 

The relative velocity between the phases is computed from combining the driving force 

of drift (per unit volume), which is merely ɳὖ, with Equation (1.5). The relative velocity 

is computed from the solution of the resulting quadratic equation. 

Model Parameters 
 

The rational design of practical applications typically requires the solution of complex 

coupled equations that cannot be solved analytically. Numerical simulation can provide 

detailed information on the dynamics of oil flow by integrating equation-oriented process 

modeling with multiphase CFD. The dynamic equations are solved using a commercial 

CFD software package, FLOW-3D. FLOW-3D is a general purpose CFD program that 

computes transient, three-dimensional solutions to multi-scale, multi-physics flow 

problems. Flow-3D solves the conservation equations for a fluid (mass, momentum and 

energy) using the Volume of Fluid (VOF) numerical approach. It incorporates a proprietary 

numerical technique known as the FAVOR (Fractional Area Volume Obstacle 

file:///C:/flow3d/v1103/help/model-reference.html%23equation-drag_per_unit_volume
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Representation) method to define general geometric objects (including moving objects) 

within a computational domain. 

For the present work, two different grades of oil have been used, namely heavy fuel oil 

(HFO) and light fuel oil (LFO). Fuel oils, such as gasoline and diesel fuel, are very "light" 

oils. HFO on the other hand is the residue of crude oil distillation that still flows (the quasi-

solid residue is asphalt); waste oil from other industries are often added. The type of oil 

spill matters because different types of oil behave differently in the environment. Density 

is an important physical characteristic of oil and is generally used to categorize crude oil 

types as light, medium, heavy and extra heavy. The American Petroleum Institute (API) 

has adopted the API gravity scale to classify the weight of oil. The API gravity is reported 

in degrees and is a measure of density relative to water. In freshwater, oils with values 

below 10o sink and above 10o float, whereas in seawater, oils with values below 6o sink, 

while those with values above 60 float.  Most petroleum oils have API values above 10o. 

The density for heavy fuel oil lies in the range from 970 kg/m3 ï 1040 kg/m3, whereas for 

light fuel oil the density lies in the range of 870 kg/m3 ï 920 kg/m3. However, in sea water 

the density of HFO varies between 990 kg/m3 ï 1000 kgm3 and for LFO it varies between 

890 kg/m3 ï 900 kg/m3. Our present work incorporates a density of 990 kg/m3 for HFO 

and 900 kg/m3 for LFO. In addition, we assume that the incompressible fluid undergoes 

laminar flow. A wide range of oil spill rates have been considered with two different 

volumetric flowrates, 0.2 m3/sec and 2.0 m3/sec, and the spill platform is under coupled 

motion with the waves, which is defined using the General Moving Object Model (GMO) 

model in FLOW3D, as discussed in the next chapter.  
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Chapter 3 
 

Introduction: 3D Computational Fluid Dynamics Model 
 

This chapter focuses on a 

description of the CFD model for 

the two ï phase (water-oil)  flow 

analysis. A top-down view of the 

computational domain showing 

the oil rig and land mass is shown 

in Fig. 3. In this model we have 

applied constant pressure 

boundary conditions, a wave boundary condition that specifies the incoming wave 

dynamics and we have used a multi block mesh to enable greatly reduced runtimes. This 

model provides a good estimate of the migration distance of oil as a function of time, 

which can provide useful guidance for the placement of an oil containment boom. All the 

refinements made to the model are discussed below in a systematic manner. 

2D Incompressible Flow Model 

The fluid dynamics is calculated within the commercial CFD package (FLOW-3D), using 

the Volume of Fluid (VOF) numerical approach. This approach defines the fluid volume 

fraction in each computational cell (of the mesh) and incorporates a numerical technique 

known as the Fractional Area Volume Obstacle Representation (FAVOR) method. This 

method employs the concepts of volume fraction and area fraction of a fluid within the 

computational cells to track the evolution of the fluid surface and the surface of moving 

         

 

Figure 3: Representation of the computational domain 
showing the oil rig and the geometry of the landmass. 
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objects can also be defined as they pass through the computational domain. When the 

velocity of a particle boundary is known, the fluid velocity on the boundary can also be 

calculated. Thus, the flow distribution in the computational domain at each time step can 

be determined using the Navier-Stokes equations. The ability to iteratively track the 

position and velocity of   a moving object in fluid and the fluid velocity at its surface enables 

an analysis of, particle-fluid coupling. Our computational domain extends 3937ft (1200 

meters) in the x - direction, 3280ft (1000 meters) y ï direction and 328ft (100 meters) in 

z ï direction. The distance between the drilling platform and the nearest landmass is 

1640ft (500 meters) as shown in Fig. 4.  

 

 

Figure 4: Computational Domain dimensions: (a) 2D representation of domain that extends 
3937ft in x ς direction, (b) 2D representation of domain that extends 3280ft in y ς direction. 
Distance between the rig and the landmass is accounted for 1640ft, (c) 2D representation of 
domain that extends 238ft in z-direction. 
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Two dimensional (2D) cross sections of the 3D computational are shown in Fig. 5. The 

entire domain is meshed using a multi block mesh technique, more precisely a nested 

mesh technique. Single-block meshes are not usually efficient for very large and complex 

geometries because a uniform mesh is preferred overall, and some regions require a finer 

mesh than others and therefore to satisfy these conditions a mesh consisting of a single 

block would often need to contain a prohibitive number of cells. For scenarios of this 

nature, multiple mesh blocks are used to selectively increase the simulation resolution 

only in the area of interest, leaving a coarser mesh in regions in which the flow dynamics 

of the spill have only a minor impact on the solution. For our computational model, a 

nested mesh technique is used, i.e. one mesh block is completely enclosed by another 

block. Nested blocks may contain additional nested blocks, so that the mesh resolution 

is progressively refined without sharp discontinuities in cell size.  

  

     

  

Figure 5: Computational domain with integrated mesh technique. The finer mesh 
completely overlaps the larger mesh so that the volume of fluid (VOF) method can be 
used to calculate local volume fraction of each computational cell.  
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Nested blocks can be linked or partially overlap with other nested blocks. In this work, the 

mesh blocks partially overlap each other so that the governing equations are by default 

solved on the mesh block with smaller average cell size (i.e., higher grid resolution). The 

mesh consists of  2,147,826 cells and contains a partially overlap nested mesh block in 

the region where the direction of the spilled oil is majorly and significantly flowing as 

shown in Fig. 5. This technique not only provides better visualization but also reduces the 

total number of cells and hence reduces the simulation run time.  

Oil Spill Source 
 

The oil spill is defined using a mass and momentum source, i.e. the spill source in Fig. 6. 

A mass source is associated with a geometry component. When a component is defined 

as a mass source, fluid enters the computational domain at a user-specified mass flow 

rate or volume flow rate from its open surface (i.e. a surface not blocked by other 

components or by the boundary of the computational domain).  Both stationary and 

moving components can be defined as sources or sinks. The model allows for multiple 

sources and sinks, each characterized by a unique set of properties such as mass or 

volume flow rate, fluid type (fluid #1, #2 or their mixture), fluid density and temperature. 

The mass ï momentum source model allows the user to introduce fluid at any location 

and orientation into the computational domain at a specified time-dependent flow rate and 

velocity without having to model the geometry of the actual source.  A mass-momentum 

source is represented by an array of particles of a special type in a planar surface. Users 

only need to define the location, shape and orientation of the source surface, and the 

solver will generate these particles automatically at the specified location in a pattern that 
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follows the user-specified shape and orientation. In addition, mass-momentum sources 

can move at a user-defined velocity. This approach is particularly useful when source 

dimensions are small compared to the size of the computational domain, as in our case 

where the domain is comparatively very large compared to the oil spill source.  

A source can be square, rectangular, circular or elliptical. The source can generate fluid  

with a fluid fraction of 1 or zero (corresponding to fluid 1 or fluid 2/void) at a specified 

density, temperature, non-condensable gas volume fraction, and/or relative saturation. 

The source can operate on a mass or volume basis, can translate in all directions, and 

can be used to remove fluid. A mass-momentum source/sink can be stationary or can be 

assigned translational motion by defining time-

dependent velocities in X, Y and Z directions. 

Rotational motion is not allowed. The source 

velocity is not added to the fluid discharged by the 

source. When moving, the source can move in and 

out of the computational domain without loss in 

shape or size. 

For an oil spill into water, a simulation is set up as 

a one-fluid, free-surface case with water modeled 

as fluid #1, air as void and the oil phase can be 

modeled using the variable density model, i.e., 

drift-flux model. The source (i.e. the oil spill source 

shown in Fig. 6) is defined circular in shape with a 

 

Figure 6: Mass momentum source 
showing the location of oil spill at the 
rig. 
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diameter of 0.656ft and we study two different source volumetric flow rates:  2.0 m3/sec 

and 0.2 m3/sec.  

 

Modeling General Moving Objects: Drilling Platform 
 

In order to define the tethered state of drilling platform to the sea floor, we use the FLOW 

3D General Moving Object (GMO) Model. A GMO is a rigid body under any type of 

physical motion, which is either dynamically coupled with fluid flow or user-prescribed. 

The GMO model allows users to have multiple moving objects in one problem, and each 

moving object can have any independently defined type 

of motion. GMO components can be of a mixed motion 

type, namely they can have translational and/or 

rotational velocities that are coupled in some coordinate 

directions and prescribed in the other directions.  At each 

time step, the hydraulic force and torque due to pressure 

and shear stress are calculated, and equations of motion 

are solved for the moving objects under coupled motion 

with consideration of hydraulic, gravitational, spring, and 

control forces and torques. Non-inertial force and torque 

are also considered if the space system is non-inertial. 

Area and volume fractions are recalculated at each time 

step based on updated object locations and orientations. 

Source terms are added in the continuity equation and 

 

Figure 7: The oil rig is tethered 
to the sea floor and is under 
coupled motion with the 
currents using the GMO Model. 
The restoring force, Fe is 
responsible for the coupled 
motion. 
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the VOF transport equation to account for the effect of moving objects to displace fluid. 

The tangential velocity of the moving object boundaries is introduced into shear stress 

terms in the momentum equation.  

Two numerical options for the coupling of fluid flow and GMO motion are available: an 

explicit and an implicit method. In the former, fluid and GMO motions of each time step 

are calculated using the force and velocity data from the previous time step. In the implicit 

method these are calculated iteratively. The explicit method only works for problems of 

heavy objects (i.e., when the object density is larger than that of fluid) and problems with 

small added mass. The implicit method, however, works for all kinds of problems and is 

the recommended numerical method. 

The GMO model allows for the use of elastic springs (linear and torsion springs) and 

ropes which exert forces or torques on objects under coupled motion. For a linear spring, 

the elastic restoring force eF  is along the length of the spring and satisfies Hookeôs law 

of elasticity, 

e lF k l= D 

where: 

¶ 
lk  is the spring coefficient, 

¶ lD  is the springôs length change from its free condition, 

¶ eF  is a pressure force when the spring is compressed, and a tension force when 

stretched. 
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For our simulations (shown in Fig. 7), we use elastic ropes with a spring coefficient of lk

= 3 x 107 N/m. The spring coefficient can be of a higher range depending upon how high 

strength and modulus is required in a stationary structure/application. An elastic rope also 

obeys Hookeôs law. It generates a tension force only if stretched, but when compressed 

it is relaxed and the restoring force vanishes as would be the case of a slack rope. In this 

model, a linear spring or rope is attached to a moving object under coupled motion and 

the other end fixed in space (or can be attached to another moving object under either 

prescribed or coupled motion). 

The Computational Domain Boundary Conditions 
 

It is also necessary to set conditions at all mesh boundaries and at surfaces of all internal 

obstacles. At the mesh boundaries (see Fig. 4), a variety of conditions may be set using 

the layer of fictitious cells surrounding the mesh. The following boundary conditions have 

been set for the present work: 

X minimum ï Waves (Stokes Wave) 

X maximum ï Wall 

Y minimum ï Atmospheric pressure (1 atm)  

Y maximum ï Atmospheric Pressure (1 atm) 

Z minimum ï Wall 

Z maximum ï Atmospheric Pressure (1 atm) 
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The ability to specify a pressure condition at one or more boundaries of a computational 

region is an important and useful feature. There are typically two types of pressure 

conditions, referred to as static or stagnation pressure conditions. In a static condition, 

the pressure is more or less continuous across the boundary and the velocity at the 

boundary is assigned a value based on a zero normal-derivative condition across the 

boundary. In contrast, a stagnation pressure condition assumes stagnation conditions 

outside the boundary so that the velocity upstream from the boundary is zero. Since the 

static pressure condition says nothing about fluid velocities outside the boundary (other 

than it is supposed to be the same as the velocity at the boundary), it is less specific than 

the stagnation pressure condition. Consequently, we have used the condition of 

stagnation pressure for all the simulations.  

Wave Generation 
 

A wave boundary condition can be defined at mesh boundaries for free-surface problems 

in a Cartesian coordinate system. At such a boundary, a surface wave enters the 

computational domain and propagates in the direction normal to the boundary as 

illustrated in Fig. 8. The wave can be Linear, Stokes, Stokes and Cnoidal wave, Solitary 

or Random. A simulation with wave boundary condition requires the gravitational 

acceleration to be directed in the negative z-direction, which has been implemented in 

our simulations discussed below. We are using the Stokes Wave Generator to define 

waves that are entering the computational domain at the X ï minimum boundary condition 

as mentioned above. A fifth-order Stokes wave can be generated at a mesh boundary. 

The model is based on the fifth-order Stokes wave theory developed by Fenton (Fenton, 
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1985). The Stokes wave theory is a nonlinear theory for limited-amplitude progressive 

surface waves. It allows higher wave amplitude than the linear wave theory. 

 

As seen in Fig. 8, a wave train is assumed to come from a flat bottom reservoir into the 

computational domain through the mesh boundary. The reference system (x, z) is 

established with its origin fixed at the bottom, +x going in the wave propagation direction 

and +z in the upward direction. The wave is characterized by the wave 

height H (measured vertically from trough to peak), wavelength ɚ and wave period T. The 

undisturbed water depth is d=const. Water elevation ɖ is time-dependent and measured 

along +z from the bottom to the water surface. A current may exist and its x-component 

of undisturbed velocity is U=const. The angular wave frequency ɤ and the wave 

speed c are related to other parameters 

 

Figure 8: Stokes wave entering at the x-minimum boundary of a computational domain 
from a reservoir with a flat bottom. 
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ɤ =  = ck          and               c =  

where, k is the wave number, k = ς“‗. The wave number and wave frequency are not 

independent parameters but satisfy the nonlinear equation, 
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where , 
0C , 2C

 and 4C
 are nonlinear functions of  kd  (Fenton, 1985). As a result of this 

relation, when generating a wave at a mesh boundary, the users cannot provide both 

wave length and wave period as input parameters at the same time. If a wave length is 

given, then the wave period (or wave frequency) is obtained from this equation. If wave 

period is known, instead, the wave length (or wave number) is calculated from the above 

equation iteratively.  The first approximation of k used in the iterations is (Fenton, 1988): 
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where, 
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g
wa=  and cothb a a= . It should be noted that this theory is not valid 

for breaking waves. 

 

  



 29 

Chapter 4 
 

Results and Discussions 
 

The use of CFD enables the rational design and optimization of real world problems and 

can greatly expedite the development of new technology. The CFD software used for this 

simulation i.e. FLOW 3D, employs a user-friendly graphic user interface (GUI) to facilitate 

the setup, solution, and analysis of an application. The preprocessor gives the user 

access to detailed plots showing the initial conditions and converts the information in the 

input file into a format that the solver can use. FLOW 3D has the ability to generate high 

resolution and insightful images and animations that can be exported to help effectively 

communicate the results to the user. 

Effect of Wave Height on the Spill Dynamics 
 

Flow characteristics play an important role in the migration of an oil spill and thus we 

changed the water velocity to observe its effects on the spill. The oil spill under light waves 

i.e. when the wave height is 6.56ft (2 meters, normal conditions) for both heavy fuel oil 

and light fuel oil is observed. As seen from Figs. 9-11, the time required for oil to travel 

through the horizontal distance to reach the landmass is less for the light fuel oil as 

compared to the heavy fuel oil. A similar observation was made when the spill dynamics 

were observed under high waves i.e. when the wave height was increased to 26.24ft (8 

meters, extreme wave height conditions). Light fuel oil hits the landmass and begins 

accumulating near the coastline much earlier in the case of high waves as compared to 

light waves thus necessitating a very short response time. As illustrated in Figs. 12 and 
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13, the light fuel oil reaches the coastline in 1,800 seconds for high waves as compared 

to the light waves. Also, the scattering of oil is reduced in the transverse direction due to 

higher wave speed. Thus, the larger the water velocity, the more obvious the trajectory of 

oil flow skewed to the downstream. The reason is that high ï speed water exerts more 

shear stress on the oil droplets and thus transfers more kinetic energy to them.  

 

 

Figure 9:  Sequence of time-lapsed images showing oil spill dynamics under low wave conditions 
for low density fuel oil. The trajectory of the spill is wider and more transverse.   
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Figure 11: Sequence of time-lapsed images showing oil spill dynamics under low wave 
conditions for high density fuel oil. The trajectory of the spill is contained and smoother 
downstream. 

 

 

Figure 10: Cross-sectional view representing the oil accumulation for low density fuel oil under 
low wave conditions. For low density of 900kg/m3, the oil particles do not mix with the deep 
water and flows above the sear surface. 
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Figure 12:  Cross-sectional view showing oil accumulation for high density fuel oil under low 
wave conditions. For a density of 990kg/m3, the oil particles has a slow rising process thus the 
accumulation under water. Also, it takes longer time to reach the coast.  

 

 

Figure 13: Comparison of migration of low density fuel oil under high wave conditions and low 
wave conditions at 1,800 seconds. Oil particles reach the coast much earlier for high wave 
conditions as compared to low wave conditions.  
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Effect of Oil Density on the Spill Dynamics 

In this section we perform simulations with two different oil densities to determine the 

effect of oil density on the time required for oil to reach the sea surface and its rate of 

downstream travel. It can be seen in Fig. 14 and Fig. 17, the larger the oil density, the 

longer the time required for oil to reach free-surface. For ɟ = 990kg/m3, the time required 

for the maximum horizontal migration is about 1.84 times as long as that when the oil 

density is 900 kg/m3. 

 

Figure 14: Sequence of time-lapsed images of oil spill dynamics under high wave conditions 

for low density fuel oil. 
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It is attributed to the increasing gravity of oil droplets. In the vertical direction, an oil droplet 

is mainly subject to the force of gravity and buoyancy. For two droplets of the same size, 

the upward buoyant forces are the same, while the droplet of larger density has a larger 

weight. Therefore, the final vertical upward force is small for a high density droplet, 

resulting in a slow rising rate.  

Observations were made at two different time intervals, 1800 seconds and 3600 seconds, 

to compare the spill migration distance and span. As you can see in the Figs. 14 and 16, 

at the same time (1800 seconds or 3600 seconds), light fuel oil travels a longer and more 

transverse horizontal distance as compared to the heavier fuel oil. Heavy fuel oil on the 

other hand travels in a very contained manner, dispersing little in the transverse directions 

and more in the direction of the flowing fluid. This is due to the fact that low density oil 

droplets rise faster and enter into high ï speed water zone faster, leading to a shearing 

action on the oil at an earlier time. However, the difference in the maximum horizontal 

migration distance is small. Therefore, light oil can reach the surface quickly, which would 

require a short response times, while the location of and oil containment boom to control 

oil dispersal is essentially the same for oils of different densities 

 

Figure 15: Cross-sectional view of oil accumulation for low density fuel oil under high wave 
conditions. For density of 900 kg/m3, the oil particles reach the coast more rapidly and so 
the accumulation near the coastline is high.  
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.  

 

 

  

         

Figure 16: Sequence of time-lapsed images of oil spill dynamics under high wave 
conditions for high density fuel oil. 

 

Figure 17: Cross-sectional schematic representing the oil accumulation for high 
density fuel oil under high wave conditions. For density of 990kg/m3, the oil 
particles do not rise so easily and thus are accumulated in the deep waters.  
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Effect of Spill Rate on the Spill Dynamics 
 

The spill rate is one of the key factors that impacts oil spill dynamics. Two different 

volumetric spill rates have been studied in this work, 0.2 m3/sec and 2 m3/sec. The oil 

reaches the coastline faster at the higher spill rate because it has a higher ascending 

kinetic energy. The accumulation of oil near the coastline is also denser in case of the 

higher spill rate, which could have a more detrimental impact on the coastal wildlife and 

environment. As can be seem from Fig. 18 and Fig. 19, more oil is dispersed in the 

computational domain at the higher spill rate.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 19: Comparison of high density fuel oil distribution at the same 
elapsed time under high wave conditions for 2 m3/sec and 0.2 m3/sec.   

 

 

Figure 18: Comparison of low density fuel oil distribution at the same 
elapsed time under high wave conditions for 2 m3/sec and 0.2 m3/sec.   
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At a higher spill rate, the time required for the oil to reach the maximum horizontal 

migration distance, i.e. when it reaches the free-surface is shortened. The reason is that 

the total amount of released oil is larger as the mass rate of oil is larger. Thus, in order 

to reduce the environmental impact of a spill, a relatively fast response is required for a 

high flow rate oil leak.  
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Chapter 5 
 

Bathymetric Analysis 
 

The ocean floor is not just a vast expanse of flat rock and sand covered with water. In 

fact, bathymetric features (defining the topography of the ocean floor) rising from the 

ocean floor are just as dynamic and diverse as the topography on land. Bathymetry 

influences ocean circulation in several ways. First, it steers large ï scale ocean 

circulation. Even relatively small ridges on the sea floor can influence the direction of 

major ocean currents. Second, small ï scale bathymetric features also influence ocean 

circulation. When ocean currents pass over rough sea floor, energy is converted from 

horizontal flow into vertical propagating waves. Sea currents cannot pass through ridges 

or seamounts and hence deep currents are steered around major bathymetric features. 

Most major currents respond to bathymetry. Bathymetry matters not only because it 

steers ocean flows, but also because it prevents mixing of waters from different regions.  

In this chapter we observe how the topography of the sea floor affects the dynamics of 

the oil spill near the shoreline. A rough sea floor is created to represent the bathymetry. 

The rough sea waves are thus generated based on the Stokes Wave Generator theory. 

Topography can steer large-scale flow and it can contain water within basins so that 

adjacent water masses can mix only under specific conditions. Because topography 

blocks deep flow, and because ocean currents tend to be vertically coherent, topography 

can determine the path of even surface intensified flows. In addition topography strongly 

influences where deep water can pass between basins. Both accurate bathymetric data 

and sufficient horizontal model resolution are required to simulate these overflows. 
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As seen in Fig. 20, the bathymetry generated using FLOW 3D helps to define the 

irregular sea floor, the basin at the depth as well as the shoreline. The ridges seen on 

the ocean floor in Fig. 20 at 2D in that they run the entire width of the computational 

domain. Tides and ocean currents are one of the major factors responsible for an oil 

spill movement along the shoreline. Oil spilled into the water, having been pushed by 

winds and currents, often reaches the shore. Oil may strand at the high tide line, leaving 

black lines or globs of oil on the beach as the tide recedes. Thick layers of oil may coat 

rocks, beaches, or plants. To study the accumulation of an oil spill at the shore line a 

simulation is carried out under critical oil spill conditions, i.e. under high wave currents 

with low density fuel oil. As seen in the previous chapter, the low density fuel reaches 

the coastline much more rapidly as compared to the heavy density fuel oil thus 

providing little response time. It becomes critical to contain the spill as soon as possible 

in the case of low density fuel oils.  

The parameters for the bathymetric analysis simulation are the same as the described in 

chapter two. The Drift ï Flux Model has been used to determine the spill dynamics that 

is now affected by the topography as well. Waves are entering the computational domain 

 

Figure 20: Bathymetry of the ocean floor and the shoreline. The rough sea waves are 
generated using stokes wave theory.  
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at the X minimum boundary condition and flowing in the positive x ï direction. Waves as 

high as 26.24 ft (8 meters) are considered for this simulation. The oil spill rate is 

considered to be 0.2 m3/sec. The shoreline is defined to have a fine roughness with 

moderate sloping. The way the shoreline is defined matters as it impacts the analysis of 

the susceptibility of particular types of coasts to be damaged by an offshore oil spill. For 

example, for a very steep shoreline there is medium penetration and burial of oil with not 

much natural ability to clean itself. Whereas, shorelines with very coarse and grained 

sand, have a higher penetration and burial of oil. In this work a moderate sloping of 

shoreline is considered.  

Results and Discussions 
 

It is well known that bathymetry is strongly related to ocean circulation (Marshall, 

1995,Whitehead, 1998 and Gille et al., 2004). It can block the flow and control the 

direction of the ocean currents, which influences the oil spill trajectory. In this analysis, 

the bathymetric features greatly control the amount of the water passing between basins 

and thus the oil spill that is trapped between the ridges.  

As seen in the dynamics for the spill in Fig. 21, there is not much breakage in the waves 

and the oil travels in a smooth trajectory down the shoreline. Since the light fuel oil does 

not get coagulated in the deep waters, there is not much accumulation of oil below the 

sea line. However, since the light fuel oil travels much faster, the oil reaches the shoreline 

under 1,800 seconds.  Our results show that areas near the shore are highly sensitive as 

this is where most of the oil is accumulated during an oil spill and it is in contact with the 

living environment. Shore creatures that are harmed by oil are thus injured or killed 

http://www.sciencedirect.com/science/article/pii/S0025326X14004147#b0320
http://www.sciencedirect.com/science/article/pii/S0025326X14004147#b0320
http://www.sciencedirect.com/science/article/pii/S0025326X14004147#b0500
http://www.sciencedirect.com/science/article/pii/S0025326X14004147#b0185


 41 

outright. The topography of the sea floor and the shoreline affecting the dynamics of the 

spill were observed for 3,600 seconds. The following results were seen: 

 

Also seen in the 2D representation in Fig. 22, the oil is contained at the seabed and also 

at the shoreline. As explained above, the spill is affected by the shoreline topography. 

Since our shoreline is represented as fine to medium grained with mostly moderate 

sloping, there is low to medium penetration of oil with high accumulation near the shore. 

In this situation, natural effects can facilitate the cleanup of oil.  Sun, wind, and waves will 

gradually weather oil that remains on the beach (cause it to change physically and 

 

Figure 21: 3D representation for the spill dynamics being affected by the topography of 
the sea floor. Accumulation based on spill time is observed near the shoreline. 

 

http://response.restoration.noaa.gov/oil-and-chemical-spills/significant-incidents/exxon-valdez-oil-spill/what-weathering.html
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chemically), forming a hard asphalt-like substance, and eventually causing it to break 

apart and disappear. In sheltered areas, oil may remain for a long time. 

These results indicate that accurate oil spill predictions require a knowledge of the details 

of the bottom topography as well as understanding how ocean currents interact with the 

topography. However, the spill dynamics are not much affected by the bathymetry, the 

geometry of the shoreline affects how the oil spill will react after being accumulated near 

it.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 22: Cross-sectional view of the accumulation and the spill for low density fuel 
oil under high wave conditions: (a) accumulation is observed at 1800 seconds at the 
shore line, (b) the accumulation is observed at 3600 seconds at the shore line.  
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Conclusions 
 

We have demonstrated the use of 3D CFD to study the complex transport phenomena 

associated with oil spills from off-shore drilling rigs. The dynamics of oil spill are predicted 

taking into account two-phase water-oil flow, different oil spill rates, the properties of 

different grades of oil and fully-coupled fluid-structure interactions that occur because the 

oil drilling platform is tethered to the sea floor and is rocked under the influence of varying 

wave conditions. The oil spill process consists of an initial rising process and then a 

drifting process. For the drifting process, the main motion of the oil droplets move 

downstream along the free-surface, and water acts as a carrier. Finally, a forecasting 

model based on the parametric analysis of the above mentioned conditions is generated. 

Based on the numerical results, we draw the following conclusions: 

 

ü The vertical upward force is small for high density oil, leading to slow rising rate of 

droplets. Therefore, for heavy fuel oil (ɟ = 990 kg/m3), oil travels a shorter 

horizontal distance for the same time as compared to light fuel oil (ɟ = 900 kg/m3). 

ü High flow rate water exerts more shear stress on oil droplets and transfers more 

kinetic energy to oil droplets. Thus, under high wave currents the horizontal 

distance travelled by the oil droplets is faster and longer as compared to low wave 

currents. This is the reason that low fuel oil under high wave conditions reached 

the shoreline under 1,800 seconds whereas the heavy fuel oil under low wave 

conditions does not reach the coast even after 3,600 seconds. We conclude that 

larger the oil density, the longer the time required to reach the free- surface.  
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ü The time required for the oil droplets to reach the coastline is affected by the spill 

rate. It takes less time for a higher spill rate to reach the coastline and therefore 

one has less response time in order to contain the oil spill.  

ü The analysis shows that a high amplitude wave causes less spread of oil in the 

transverse direction and is more easily skewed in a smooth trajectory downstream. 

Also, the spread of heavy fuel oil is more contained as compared to light fuel oil 

thus making it easier for to be contained and cleaned up.  

 

Numerical simulation can provide detailed information on the hydrodynamics of oil flow, 

which is not easily obtained by physical experiments. In this work, CFD has been used to 

investigate the process of an oil spill from an offshore oil rig to the free-surface. This 

model has been studied under standard natural conditions, however, it has the ability to 

adapt to any condition by changing the respective parameters. Since this model makes 

use of drift-flux theory, it makes it easier to observe the trajectory of spill under varying 

conditions as shown in Chapter 4: Results and Discussions. The drift flux model not only 

reduces the simulation time but also provides a clear visual difference in the concentration 

of oil and the water based on density differences. This model can be applied to a wide 

range of two phase flows of practical interest.  
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Future Work 
 

The common response to an oil spill on water is to contain the oil with booms and recover 

it with skimming devices. In some situations, however, the booms cannot hold the oil as 

it will escape underneath the boom due to hydrodynamic forces. Oil containment in this 

fashion will be successful only under a limited range of oil characteristics and flow velocity. 

CFD is a powerful modelling tool combining fluid dynamics and computer technology. 

Many commercial CFD programs, e.g. FLOW 3D can be used to simulate the oil-water 

flow around a boom.  

Oil spills can cause severe environmental 

damage. Many technologies have been 

developed to clean-up oil spills. Mechanical 

devices such as booms have been employed 

in calm seas to confine spilled oil which can 

be subsequently recovered by an oil 

skimmer. The effectiveness of an oil-boom 

can be studied numerically as suggested in 

Fig. 23.  Many types of oil skimmers have 

been proposed and studied with an objective 

to achieve high recovery efficiency and ease 

of operation. 

  

 

           

 

Figure 23: Computational domain showing the 
placement of oil booms downstream blocking of oil 
trajectory. 

 



 46 

 

A rudimentary simulation model is generated in order to understand the functionality of 

oil boom. The simulation is carried under high waves with low density fuel oil conditions. 

As seen in the Fig. 23 and 24, this simulation for containment of oil using booms will 

depend on a number of factors. It needs to take into account the material of the boom for 

absorbing the maximum amount of oil that has been spilled. One also needs to study the 

dimensions and structure of the boom for maximum efficiency for containment. The 

placement of boom or booms is of critical importance. Based on the trajectory of oil spill, 

the placement of boom (one or more), length of the boom needs to be studied in order to 

contain the maximum amount of oil. Some research has been carried out based on the 

dimensions of the boom, however no visual results have been provided. Using FLOW 3D 

one can generate visualization based results which can thus be studied for the material 

properties of the boom. 

 

Figure 24: Figure shows the containment of oil using booms. The shown boom 
placement is able to contain oil up to 2600 seconds. After that, oil flows downstream 
towards the landmass from under the boom. Therefore, dimensions and material of 
oil booms is great importance.  
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