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ABSTRACT
This paper presents preliminary results of a computational study conducted to analyze the impulse waves generated by the subaerial landslide at Lituya Bay, Alaska. The volume of fluid (VOF) method is used to track the free surface and shoreline movements. The Renormalization Group (RNG) turbulence model and Detached Eddy Simulation (DES) multiscale model were used to simulate turbulence dissipation. The subaerial landslide is simulated using a sliding mass. Results from the two-dimensional (2-D) simulations are compared with results from a scaled-down experiment. The experiment is carried out at a 1:675 scale. In the experimental setup, the subaerial rockslide impact into the Gilbert Inlet, wave generation, propagation, and runup on the headland slope are considered in a geometrically undistorted Froude similarity model. The rockslide is simulated by a granular material driven by a pneumatic acceleration mechanism so that the impact characteristics can be controlled. Simulations are performed for different values of the landslide density to estimate the influence of slide deformation on the generated tsunami characteristics. Simulated results show the complex flow patterns in terms of the velocity field, shoreline evolution, and free surface profiles. The predicted wave runup height is in close agreement with both the observed wave runup height and that obtained from the scaled-down experimental model.

1. INTRODUCTION
Tsunamis are typically generated by co-seismic sea bottom displacement due to earthquakes. However, submarine or subaerial landslides can trigger devastating tsunamis. Underwater landslides represent the second most important source of tsunami generation and create more devastating tsunamis than co-seismic tsunami sources of moderate strength. These types of tsunamis can produce large runup heights that flood the coast. Landslide-generated tsunamis are triggered by the impact of a subaerial fast landslide against the otherwise undisturbed water body. Subaerial landslides can attain large velocities before transferring energy to water waves [1]. The impact of these subaerial landslides with water bodies can lead to significant damages along the shoreline.

Submarine landslides are also one of the main mechanisms through which sediments are transferred across the continental slope to the deep ocean [2]. They are widespread on submarine slopes, particularly in areas where fine-grained sediments are present. Tsunami hazards posed by submarine landslides depend on the landslide scale, location, type, and process. Even small submarine landslides can be dangerous when they occur in coastal areas. Examples include the 1996 Finneidfjord slide [3] and the 1929 Grand Banks earthquake that resulted in submarine landslides, turbidity current, and a tsunami that caused significant casualties [2, 4, 5].
Although the generation and propagation of earthquake-generated tsunamis have been studied for the last four decades and are now relatively well understood, the causes and effects of landslide-generated tsunamis are much less known. The generation and effects of landslide-generated tsunamis are complex and variable. Historical landslide-generated tsunamis have produced locally extreme wave heights of hundreds of meters, as exemplified by the greater than 100-foot wave heights in Lituya Bay, Alaska, that were generated by the 1958 Lituya Bay landslide [6]. Landslide-generated tsunamis have relatively small source areas compared to the earthquake-generated tsunamis. These landslide-generated tsunamis are more prone to coastal amplification (increasing the local effect) as well as radial damping (decreasing the distal effect). This is in direct contrast to the earthquake-generated tsunamis, which are caused by elongated 2-D sources and propagate perpendicular to the source fault with little radial spreading [2, 7].

A number of researchers have investigated physical phenomena like underwater shock transport and wave motion due to landslide-and earthquake-generated tsunami. Grilli and Watts [8] carried out 2-D, nonlinear potential flow analyses for submarine mass flow. However, due to 2-D potential flow assumption, this analysis could not account for a number of flow phenomena. Due to the assumption of 2-D potential flow, the simulations could not capture the vortex structure and viscous characteristics. Mader and Gittings [9] used the nonlinear wave equations code SWAN to simulate landslide-driven tsunami. At Los Alamos National Laboratory, Gisler, et al. [10] used the multiphysics hydro-code SAGE to perform Navier-Stokes analysis of a hypothetical landslide. Mader and Gittings [9] used the same hydro-code [11] to simulate the submarine landslide tsunami at Lituya Bay. The last two investigations involving Navier-Stokes analysis of tsunamis were highly expensive and used hundreds of computer processing unit hours to generate meaningful results. Moreover, these analyses did not use any special surface-tracking algorithm or address the issue of flow-structure interaction. Liu, et al. [12] performed a combined experimental and numerical investigation of runup and rundown generated by three-dimensional sliding masses. They used the large eddy simulation approach in conjunction with the VOF technique to track free surface and shoreline movement.

Previous simulations of landslide-generated tsunamis can be broadly classified into two categories. In the first category, semi-empirical equations describing the center of mass motion for solid landslides [13, 8] are used, and slide kinematics is a priori specified in the model. This method has frequently been applied to underwater landslides, for which induced free surface waves are usually initially less complex, but some authors have also applied it to subaerial landslides [14]. In the second category, fully coupled computation of both the slide and induced fluid motion is carried out. Models based on Navier-Stokes equations have been primarily used [15, 16, 17] in these approaches. These analyses [15-17] either used (a) 2-D Navier-Stokes simulations with a VOF-type free surface tracking or (b) a multifluid finite element-based Navier-Stokes model [17] in which air and water motion were simulated. Most of the simulations were carried out in a 2-D framework; the results were quite promising, but a full three-dimensional Navier-Stokes analysis [10, 11] was computationally very expensive.

The objective of the current work is to carry out 2-D simulations of the landslide-generated tsunami at Lituya Bay, Alaska [6]. The Lituya Bay landslide-generated tsunami primarily caused a subaerial rockslide and subsequent impact into Gilbert Inlet. Triggered by an 8.3 magnitude earthquake, an estimated volume of $30.6 \times 10^6$ m$^3$ of amphibole and biotite schists slid down to the Gilbert Inlet at the head of Lituya Bay, causing a huge wave with a wave runup elevation of 524 m [17]. For the present simulations, the Navier-Stokes equations and the VOF method are used to track the free surface and shoreline movement. Turbulence is simulated using the RNG turbulence model [18] and the multiscale DES model [19]. Simulated results are compared with experimental data. The experiment was carried out at a 1:675 scale [20]. In the experimental setup, the subaerial rockslide impact into the Gilbert Inlet, wave generation, propagation, and runup on the headland slope were considered in a geometrically undistorted Froude similarity model. The rockslide was simulated by a granular material driven by a pneumatic acceleration mechanism so that the impact characteristics could be controlled [20].

In the current work, simulations are performed for different values of the landslide density to estimate the influence of slide density on the generated tsunami characteristics. Simulated results show the complex flow patterns in terms of the velocity field, shoreline
evolution, and free surface profiles. The predicted wave runup height is in close agreement with both the observed wave runup height and that obtained from the scaled-down experimental model [20].

2. SOLVER METHODOLOGY

FLOW-3D [21], developed by Flow Sciences, is a general purpose computational fluid dynamics simulation software package developed at Los Alamos National Laboratory in the 1960s and 1970s [22, 23, 24]. The basis of the solver is a finite volume or finite difference formulation, in an Eulerian framework, of the equations describing the conservation of mass, momentum, and energy in a fluid. The code can simulate two-fluid problems, incompressible and compressible flow, and laminar and turbulent flows. The code has many auxiliary models for simulating phase change, non-Newtonian fluids, noninertial reference frames, porous media flows, surface tension effects, and thermo-elastic behavior.

FLOW-3D solves the fully three-dimensional transient Navier-Stokes equations using the Fractional Area/Volume Obstacle Representation (FAVOR) [25] and the VOF [22] method. The solver uses finite difference or finite volume approximation to discretize the computational domain. Most of the terms in the equations are evaluated using the current time-level values of the local variables in an explicit fashion, though a number of implicit options are available. The pressure and velocity are coupled implicitly by using the time-advanced pressures in the momentum equations and the time-advanced velocities in the continuity equations. It employs an iterative method to solve these semi-implicit equations using relaxation techniques.

FAVOR [25] allows for the definition of solid boundaries within the Eulerian grid and determines fractions of areas and volumes (open to flow) in partially blocked volumes, to compute flows correspondent to those boundaries. In this way, boundaries and obstacles are defined independently of grid generation, avoiding sawtooth representation or the use of body-fitted grids. Three-dimensional solid objects are modeled as collections of blocked volumes and surfaces.

FLOW-3D has a variety of turbulence models for simulating turbulent flows. These include the Prandtl mixing length model, one- and two-equation k-ε model, RNG scheme, and a large eddy simulation model. FLOW-3D model formulation accounts for the influence of the fractional areas/volumes of the FAVOR method. In all these models, the turbulence production (or decay) associated with buoyancy forces has been formulated in a more general way. For the current simulations, the RNG model [18] is used and a multiscale DES model [19] is implemented in FLOW-3D.

3. RNG TURBULENCE MODEL

The RNG turbulence model uses statistical models to solve for the turbulent kinetic energy (k) and the turbulent kinetic energy dissipation rate (ε). The RNG-based models rely less on empirical constants while setting a framework to derive a range of parameters to be used at different turbulence scales. The RNG models use equations similar to the equations for the k-ε model. However, equation constants that are found empirically in the standard k-ε model are derived explicitly in the RNG model. Generally, the model has wider applicability than the standard k-ε model.

4. DES MULTISCALE TURBULENCE MODEL

The DES modeling approach differs from the Reynolds Averaged Navier-Stokes (RANS) modeling approach by the eddy diffusivity closure. While the RANS closure models consider the entire spectrum of turbulence, the DES variants allow some of the turbulence to be resolved explicitly, reducing the dependence on modeling. The DES formulations allow the reduction of eddy viscosity in the regions of interest, and fine scales are resolved. A switching function is used to activate the reduction in eddy viscosity. For the present simulations, a k-ε-based DES multiscale turbulence model [26] is implemented in FLOW-3D. In the DES model used, the switching function depends on both the local grid length as well as the turbulent length scale.

5. EXPERIMENT

Fritz, et al. [20] analyzed the Lituya Bay landslide-generated tsunami using a physical model. In this experimental a cross-section of the Gilbert Inlet was rebuilt at 1:675 scale in a 2-D physical laboratory model. Figure 1 shows the Gilbert Inlet illustration with the rockslide dimensions, impact site, and wave runup [20]. The Gilbert Inlet was reproduced in a rectangular prismatic channel with dimensions based on undistorted Froude similarity [17]. Figure 2 shows the simplified geometry of the Gilbert Inlet, which is the basis for the physical
experiment [20] and the current numerical simulations. Because of the specific topographic situation of the Gilbert Inlet, Fritz, et al. [20] considered the lateral spreading of the impulse wave triggered by the landslide as limited. Therefore, it was expected that the 2-D physical model gave a good prediction of wave and runup heights inside Gilbert Inlet. A novel pneumatic landslide generator was used to generate a high-speed granular slide with controlled impact characteristics. Several sophisticated laser measurement techniques such as particle image velocimetry (PIV), laser distance sensors (LDS), and capacitance wave gages (CWG) were incorporated in the experimental setup to measure the slide shape, impact time, wave features, and sequence of instantaneous velocity fields. PIV measurements of wave runup on headland slope were conducted to complement wave and runup gage records. PIV also provided instantaneous velocity vector fields in a large area of interest and gave insight into kinematics of wave generation and runup. Figure 3 shows the experimental setup with the pneumatic installations and measurement systems.

6. COMPUTATIONAL DETAILS

An idealized 2-D slice of the Lituya Bay topography was assumed for these simulations, similar to the experiments of Fritz, et al [20]. This 2-D geometry and the computational domain are shown in Figure(s) 4a, 4b and 4c. The simulation domain extends 3,187 m roughly centered on the bay and is 1,037 m in elevation from the bottom of the bay. The grid coordinate system originates at the shoreline of the northeast headland, and the bay is assumed to have a flat bottom at a depth of 122 m. A non-uniform grid comprising a mesh of 250 × 120 cells was defined for these simulations. The computational grid in the bay area consists of 100 × 30 grids in the x and z directions, respectively. The computational grids for each of the northeast and southwest headlands are 75 × 120 grids in the x and z directions, respectively. Figure 4b shows the computational grid over the entire region while figure 4c shows the enlarged view of the computational grid at the NE headland shoreline. Note that the grid also covers the initial air space above the bay between the headlands to accommodate the waves. This feature is required in the FLOW-3D software as part of its VOF free surface tracking algorithm. The boundaries at all four surfaces of the grid were specified as no-slip walls; however, the flow domain was set up so that the fluid interacted only with the boundary that defines the bottom of the bay. The left and right boundaries are almost completely obstructed by the headland surfaces. The top surface is at a high enough elevation that no waves struck this surface.

The fluid in the bay was specified as seawater with a density of 1,035 kg/m³. The landslide material was modeled as a two-phase mixture in accordance with the drift-flux model. Three different values of landslide material density were specified: 2,600 kg/m³ (baseline), 2,000 kg/m³ (low), and 3,000 kg/m³ (high). Likewise, three different values of the initial void fraction of the landslide material were specified: 39% (baseline), 30% (low), and 50% (high). The baseline values are consistent with those Fritz, et al. [20] used in the scale experiments of the Lituya Bay incident. For these simulations, the voids in the landslide mass are filled with seawater as the software requires. This is obviously not representative of the real landslide material, but is required by the drift-flux model of the landslide-water mixture to allow the landslide to move down the headland slope as a fluid. Fritz, et al. [20] estimated the bulk density of the material as 1.61t/m³, considering a void fraction of 39% from the data obtained on Alpine debris flow. Most of the simulations in the current work were performed under the assumption of a hydrodynamically smooth surface for the headlands; however, one simulation was performed with a rough surface model. In this case, the nominal roughness height was arbitrarily assumed to be 2 m as a reasonable representation of terrain roughness and the presence of trees. The simulations did not consider phase change for the slide material. In addition, the volume increase (and density decrease) associated with the conversion from a rock mass to a granular flow as well as dilatation of the flow was not included.

For the present simulations, the pressure-based solver was chosen along with the implicit algorithm. The viscous stress was computed using an explicit scheme. For the advection equations, an explicit scheme was used. A second-order central difference scheme was used for the momentum equations. No qualitative or quantitative difference was observed between the simulation results carried out with the RNG model and the DES model. The DES turbulence model is most suitable for 3-D flows with major separation regions. For the current configuration, the simulations were all carried out in 2-D; therefore, there was no difference between RNG...
and DES model predictions. Hence, all results presented in this paper are based on the RNG turbulence model.

7. RESULTS AND DISCUSSION

Computed results are presented for the time evolution of the landslide and water phases after the landslide mass hits the bay. The computed results are compared with the experimental data. In addition, the wave record and the wave runup record at different locations are also compared with the experimental data. The effect of initial void fraction and landslide particle density on the wave runup is also presented.

Figure 5 presents the evolution of the flow-field with time as the landslide impacts the water bay. According to Fritz, et al. [20], the whole process can be subdivided into two main stages: a) slide impact and penetration, flow separation, and cavity formation (shown in Figure 5(a) and (b) cavity collapse, slide runout along the channel bottom and slide detrainment, and propagation out of the impact area. The large air cavity develops at the rear of the slide as its penetration velocity is larger than the wave velocity. As can be observed in Figure 5(d), 20 seconds after impact, the air cavity subsequently collapses during the slide runout along the bottom. The mixing of the air and water phase can be observed at this instance.

Figure 6 shows the observation from the experiment [20]: the unsteady flow and instantaneous velocity vectors offer insight into the process. Flow reattachment causes the entrapment of a large volume of air in the back of the rockslide, which leads to a large bubble formation, bubble break up, and phase mixing. Figures 5 and 6 show that the current simulations predict the sequence of events in close agreement with the experimental observation.

Figure 7 shows the sequence of wave runup on the southwest headland slope created by the rockslide impact. At 18 seconds after impact, the wave is shown prior to plunging onto the headland ramp. In the two subsequent instantaneous figures, the wave surges up the headland slope; the waterfront moves up the headland ramp with time. In addition, notice that the sheet of water located on the headland ramp is getting significantly thinner at the topmost point when the maximum runup height is reached.

Figure 8 shows the corresponding instantaneous snapshots from the experimental results; the predicted results are in close agreement with the results obtained by the experiment. However, the maximum runup at the headland predicted by the current simulations is higher than that observed in the experiment [20]. The predicted maximum runup is around 673 m compared to the 527 m runup observed in the experiment. This can be attributed to reduced energy dissipation in the numerical model and the assumption of a hydrodynamically smooth surface with very little surface roughness. Consideration of phase mixing, non-zero friction, and hydrodynamically rough surfaces may reduce the height elevation and maximum runup close to the headland. Future simulations will evaluate the effect of variable rough surface and non-zero friction on the predicted maximum runup height. Initial preliminary simulations with surface roughness showed some decrease in runup height. Preliminary results with surface roughness are presented in Figures 9 and 11.

Figure 10 shows the wave record at location x = 885 m for the simulations with different void fractions. The wave propagating away from the impact area in the positive x direction creates a peak at t ~ 20 sec with maximum positive amplitude of 200 m. The single outward traveling wave is reflected back and forth from both headland and rockslide ramps. The second peak on the curve corresponds to the wave reflection from the headland propagating in the negative x direction. The subsequent peaks can be attributed to partial back and forth wave reflection. The reflections take place from the rockslide slope and from the headland ramp, respectively. Also note that the wave heights in the bay are affected differently by the changes in the density of the landslide mass. The initial wave created by the landslide in the bay is not significantly affected by the landslide material density. The heights of succeeding waves, however, are generally proportional to the landslide density regardless of whether the density change is a result of changing the particle density or void fraction. Note that the surface roughness has little effect on the wave heights in the bay.

Figure 10 shows the corresponding experimental results. The simulations predict the wave height in good qualitative agreement with the experimental results. Among the different cases, the case with 39% initial void fraction and surface roughness provides the closest agreement with the experiment.

Figure 11 shows the predicted wave runup record on the headland ramp at x = 1,342 m for the different cases. Among the different cases, the simulation case with 39% void fraction and
rough surface predicts a maximum runup height of 627 m on the headland ramp. All other cases predict a much higher runup. The measured highest runup height is 526 m. The observed highest elevation at the Gilbert Inlet was 524 m [6]. Figure 11 also shows that the initial run up on the SW headland is only slightly affected by the landslide density. However, the presence of headland roughness reduces the wave runup on the SW headland by about 25%. The two trailing peaks on the runup correspond to the multiple reflections of the single initial wave runup. Comparing Figures 11 and 12 shows that the predictions are in good qualitative agreement with the experimental observations. Simulations by Schwaiger, et al. [1] found that increasing the rockslide viscosity significantly reduces the runup height.

8. CONCLUSIONS

Numerical simulations were conducted to assess the impulse waves generated by the subaerial landslide at Lituya Bay, Alaska. The VOF method is used to track the free surface and shoreline movements. The simulation results are compared with experimental results obtained in a physical model of a real case. The numerical results obtained from the simulations are in good agreement with the measured experimental results. Computed results show that the model captures the basic flow features associated with the time-dependent evolution of the flowfield as the landslide interacts with the bay. The choice of DES and RNS turbulence models does not affect the simulation results. The wave characteristics are found to be only slightly dependent on the void fraction and slide material density. The predicted maximum runup was overpredicted compared to the experimental results. This was due to the assumption of almost hydrodynamically smooth surface and small surface roughness. The evolution of the flowfield and the runup is significantly influenced by the slide theology, surface roughness, and energy dissipation. The value of the slide viscosity effectively incorporates both the dissipation of energy through deformation as well as the energy lost through turbulence in the impact process. Further simulations will be carried out to analyze the effect of the slide rheology on the predicted runup and the mechanism of energy dissipation.
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Figure 1. Illustration of Gilbert Inlet showing the dimensions of the rockslide, dimensions of the impact site, and wave runup (Photo courtesy of Hermann M. Fritz and Charles L. Mader: Fritz, et al. [20])

Figure 2. Simplified geometry of the Gilbert Inlet, the basis of the physical and numerical model used in the simulations (from Fritz, et al. [20])

Figure 3. Experimental setup with pneumatic installation and measurement systems such as LDS, CWG, and PIV (from Fritz, et al. [20])
Figure 4a. Geometry and computational domain for the Gilbert Inlet

Figure 4b Computational grid for the Gilbert Inlet

Figure 4c Detailed view of the computational mesh at the NE headland shoreline
Figure 5. Evolution of the flowfield after landslide impact with time (computational results)
Figure 6. Evolution of the flowfield after landslide impact with time (experimental results) [PIV velocity vector field sequence] (from Fritz, et al. [20])
Figure 7. Evolution of the flowfield with wave runup sequence on headland slope (computational results)
Figure 8. PIV velocity vector-field sequence of wave runup on headland slope (experimental results) (from Fritz, et al. [20])

Figure 9. Predicted wave height record at location $x = 885$ m for different values of initial void fraction

Figure 10. Wave record at location $x = 885$ m (experimental results) (from Fritz, et al. [20])
Figure 11. Predicted wave runup record on headland ramp at locations x = 1,342 m

Figure 12. Experimental observation of wave runup record on headland ramp at locations x = 1,342 m
(from Fritz, et al. [20])